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VA RI AT IO N PR IN CI PLE

AND CONSERVATION EQUATIONS IN

NON-LOCAL FIELD THEORY

Claude Rlocii





Summary.

n interpretation of the non-local fields introduced by IIA ukawa

is given by means of a rule associating any non-local quan
tity with a corresponding density, which is an ordinary function 
of space and time. It is shown that, in the spirit of this inter
pretation, the field equations can be deduced from a variation 
principle. Conservation equations follow from the invariance 
properties of the Lagrange function. It appears that a collision 
process has to be regarded as a whole in accordance with the 
ideas of the S-matrix theory. Application is made of these prin
ciples to the free fields of spin 0 and %, and the second quanti
zation is introduced. It is shown in particular that, with the 
proposed interpretation, no physical meaning can be attached to 
the solutions of the field equations with “internal rotation” descri
bed by H. Yukawa. A Lorentz invariant supplementary equation 
excluding these extra solutions is established.

I. Introduction.

It has often been suggested in recent years that the divergence 
difficulties in quantum theory of fields could not be solved without 
modifying the concepts of conventional field theory for short distan
ces. Recently, H. Yukawa(1) has proposed a new way of introdu
cing into the theory such a modification by means of non-local
fields which are free from the restriction of being point func
tions in ordinary space-time. The quantities tTl) describing a 
non-local field are functions both of the four space-time opera
tors x“ (.r1 * * = xq = x, etc. • • • x4 = — x4 = ct) and of four space
time displacement operators pu, which satisfy the usual commu
tation relations
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[.r",/;,.] = ó", (1,1)
where

i [A, li] = Ali-HA. (1,2)

In a representation in which the operators x'1 are diagonal, the 
quantities i’(l) are described by their matrix elements (x' | U(l)\x"). 
(The components of a four-vector x'1, x'2, x'\ x'4 will usually be 
denoted by the letter x'; likewise, a four-dimensional volume 
element dx'1 dx'~ dx'*  dx'4 will be written dx', and d(x') will stand

4
for 71 ó (x?‘") each lime the argument x' is a four-vector.) Usual 

/'= 1
local fields, being functions of the space-time operators only, are 
represented by diagonal matrices such as u(t) (a/) ó (.r' — x"). They 
satisfy the commutation relations

= (1,3)

and their matrix elements vanish unless r" = x'fl— x"'1 = 0. 
This is no longer true in the more general case of a non-local 
field. Il is however natural to assume that the matrix elements 
of are appreciably different from zero only if all the quan
tities r" are small, say of the order of Â, a length below which 
the conventional field theory is presumed to require modification. 
This condition will be expressed by certain equations (T) which 
replace (1,3). In the limit Z-> 0 these equations must require 
the field to be of the local type. In the case of a free, scalar 
field, for instance, Yukawa ^ has shown that the equations (1,3) 
have to be replaced by

i ^((7) [[U,xu],x!l] + l2U = 0, (1,4)
(Ü

;/(C') - [[ÍZ, v-J = = o. (1,5)

The field equations can be regarded as a natural generaliza
tion of the usual equations , they can also be deduced from 
a variation principle (cf. II).

The next step is to define the physical quantities connected 
with the field, such as energy and momentum, angular momen
tum, and electric charge and current. In the usual theory, these 
quantities are given by densities in space and lime, which are 
quadratic functions of the field variables. Il is therefore neces- 
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sary lo start with a definition of the product of two non-local 
field variables. We shall take the usual product of operators or 
matrices since it reduces to the ordinary product in the limiting 
case of two local quantities. With this definition it will be pos
sible to form expressions generalizing the usual ones for all 
physical quantities. Being non-local quantities, however, these 
expressions must be interpreted. A simple way of doing so is 
to give a rule associating with any non-local quantity A a local 
quantity ci(x) which will be interpreted as an ordinary density 
in space and time. For this process we require:

1) that, in the limiting case where A becomes a local field,

(.v' I A I x ") -> a (a/) ô (x' — x"), (1,6)

the associated local density is a(x);
2) that the local density associated with the Hermitian con

jugate A*  of A is the complex coivugate of a(.r).1 The corre
spondence is then given by2

a (A) = \ dr A (A, r), (1,7)

where A (A, /•) is the matrix element (x' | A | x") expressed in 
terms of the variables

A'" = ’ (>'•“ +a.-"“), r“ = (1,8)

The integral is taken over the whole space-time r". The condi
tions 1) and 2) are obviously satisfied since

A*(A',r)  = {4(.V,-r)}*.  (1,9)

In section III these considerations will be combined with the 
variation principle and the invariance conditions of the equa
tions in order to give actual definitions of the physical quanti
ties, following a method very similar to that usually applied to 
local fields. Special cases of free particles of spin 0 and 1/2 are 
dealt with in sections IV and V, and the second quantization 
is taken into account.

1 On this condition a(x) is real if A is Hermitian.
2 The interpretation by means of such averages has been suggested by Pro

fessor C. Møli.ek.
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II. The variation principle.

In the conventional field theory the field equations are gene
rally deduced from a variation principle, a procedure which is 
particularly convenient in view of the fact that it leads to a 
general definition of quantities satisfying conservation equations 
which can be identified with energy, momentum etc. In the case 
of non-local fields, we assume the existence of a non-local Her
mitian Lagrange function £, depending on the field variables 
and the operators x“, pa, which in the limiting case of a local 
field reduces to L (A”) d (r), where L (A') is the ordinary local 

4

Lagrange function, and d(r) = ô (/'■'). The simplest expressions 
u = 1

which can be formed by means of the field variables and the 
operators x'1 and are the linear functions of 

where
[A, /I]+ =

In the limit Í7(l) —> zz(l) (Ar) ó (r), these expressions have

n (0 /
<’('•), i/-"»(i’(.V)rf(/),

- 2 iuw (A) , 2 .V- (l<0 (A) <> (r),

• (2,1)

(2,2)

the limits

> (2,3)

respectively. The expression (d) can be disregarded if space-time 
is supposed to be homogeneous, (a) alone is sufficient to gene
ralize in a formal way all usual Lagrange functions, (b) and (c) 
could be necessary in order to introduce new features into the 
theory. For the moment, let us assume that £ is a polynomial 
in the variables and pw], and try to extend the variation 
principle.

From £ we define a local density according to (1,7) by

I.(.X) = ¡¡<W(A',r). (2,4)
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Let .0 be the part of the space-time contained in a three-dimen
sional closed hypersurface 2, and consider the integral

CíLYL(A). (2,5)

For the sake of simplicity, it is convenient to introduce the 
operator J_q defined by (a/ | Jq | x") = 1 if the point A" = r/2 
(.r'‘í¿ + x"fl) is inside 22, and (x' | Jo | x") = 0 if A'w is outside Li.
The integral Iq can then be written

= TrJQ£ = TiXJo, (2,6)

where Tr is the trace operation defined by

TrA = \dx' (x' |A|.r). (2,7)

Use will be made below of the operator [p,(, ./_q] . From the
formula

TrA[B,C] = TrB[C,A] = Tr C[A, B], (2,8)

(which follows at once from Tr AB = TrBA), we obtain

Tr Jo [A, pf,\ = Tr [pu, Jo] A.

Now, by a partial integration,

'Tr Jo [A, p„] = ( dX \ dr = ? do',, \ dr A ,
‘ ‘ c X • _ ‘ *

where d(it( is the three-dimensional surface clement on 2. Hence, 
the meaning of [_pu,Jq] is given by

it could also be obtained by direct interpretation.
Let now ôü^ be an infinitesimal variation of the field vari

ables. From the assumptions made on £ it follows that 

(2,10)
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where the quantities £ are functions of the field variables gene
ralizing the partial derivatives. Considering the variation of 
/q,d/Q — TrJfiôZ, we can, using (2,8), perforin the following 
transformations on the terms containing [dL’(l), p„] (the indices 
i, /i and m have been omitted for the £’s).

Tr JL) £t [d U(í), pu] £2 = Tr £2 Jo £r [d U<0, =

= 7r[pH,£2J_Q£JdC(i) =

= Tr { lp u, Sal £i + £a Jo lp,,, £J) ó Í7(i) + Tr £2 , Jo] £r 0U(i).

Hence, we get d/_o = d/t + d/v, where

(2,11)

(2,12)

the definition

(2,13)

cP
"(i)

of £(f) being

From the interpretation of Jr> and [pu,Jq] it is seen that dJ\ 
is an integral extended to the volume _Q, whereas d A-is a sur
face integral over 2'. In the usual field theory, the variation 
principle states that öIq must vanish for any variation d U(l) 
vanishing on the boundary 2T of the volume of integration. This 
boundary condition has no precise meaning in the theory of 
non-local fields. Strictly speaking, a surface integral such as 
dTv may depend on the values of (a£ | d U 1 | æ") for all values 
of x'u and .r"w. In fact, the field variables satisfy the equations 
(Y), and it will be shown below that also the variations d 
have to satisfy the equations (Y). It follows that the non-local 
quantities Í7 , d and £ have matrix elements appreciably dif
ferent from zero only when x'^^x"'1, the sign ~ standing for an 
approximate equality with an error of the order of z. Consider 
now a term in (2,12); it may be written explicitly
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(2,14)

values of (.r'| <5 U(,) | .r"), where x'" ~ .r"“ ~ X“, and Xa are 
coordinates of a point on 2. It appears now that the bound
condition must be that (x' | ó G(l) | x") vanishes if x'“ and x"“ 
within a neighbourhood of 2’ of the dimension z. This can- 
be formulated rigorously except in the limiting case in which 

The boundary condition becomes

The differential element of the integral is large only if x'"fl ~ 
x"b x'b ~ x""‘u, and if 1/2(x,'"“ + x""1*)  are the coordinates of a 
point on X. This shows that practically the integral depends only on 
the 
the 
ary 
are 
not

is the whole space-time.
then the usual general condition of vanishing rapidly enough at 
infinity. However, if _Q is not infinite, but has dimensions very 
large compared with Z, we shall assume that, as a consequence 
of the boundary condition for ó t7 , we still have rigorously 
ól¿ = 0. If the variations ôU^ are not submitted to any other 
condition, the variation principle ölo = — 0 gives the field
equations

*«> = 0-

As we have not taken equations (T) into account, these equations 
and the field equations (2,14) might be incompatible1. In order 
to get consistent equations, the variations ÔU^ must be restricted 
to those compatible with (T). If the equations (T) are linear, the 
conditions are

J(<Ji7<0) = 0, ,(dL,O)) = O. (2,15)

The method to be used now is the well-known method of the 
Lagrangian multipliers . In our case, these are non-local quan
tities and by means of which we form the expression

ål' = 7’'-2’{'7(,.)J(ÓC7<i,) + IV(¡)í(ót7(0)}, (2,16)

1 The number of equations obtained from a variation principle is equal to 
the number of components of the field. Thus, one cannot expect from the 
variation principle to get the field equations and also the equations (¥). The 
latter equations have to be postulated or to be deduced from other considera
tions. Alternatively, one could require £ to be chosen such that the equations 
(2,14) are compatible with the equations (Y). However, it does not seem easy to 
draw any general conclusion from this condition.
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and we get the field equations from ó/q+ó/' = 0 for arbitrary 
variations di/. If the equations (Y), for instance, are precisely 
the equations (1,4) and (1,5), the expression (2,16) is readily 
transformed into

<)■/'- + i (''’„>)) áí’"1. (2,17)
i

Thus, the field equations are now, instead of (2,14),

s’(,)+(2,18)

After introduction of the Lagrangian multipliers the number of 
unknown functions becomes equal to the number of equations. 
The new variables introduced in this way can be interpreted 
as a kind of field necessary to maintain the “internal structure” 
of the particles defined by the equations (Y).

Another new feature of the theory should be emphasized. In 
the usual field theory, if we divide the domain _Q into two 
parts, -Q = we get at once, from a solution of the varia
tion problem in _Q, a solution in <?£ and a solution in _Q2. Con
versely, it is possible to build up a solution in <2 from a solu
tion in /2t and a solution in 22 2, if we choose the proper bound
ary values for the field variables on the common border of 22 L 
and 22a. This results from the possibility of treating the problems 
in 221 and 222 quite independently. In the theory of non-local 
fields, the solution of the variation problem in any domain, 
strictly speaking, involves the knowledge of the field functions 
in the whole space-time. Thus, the problems related to -Qt and 
22 2 overlap in such a way that it may be impossible to find 
a solution valid simultaneously in 221 and 222. We must then 
expect a dependence of the solutions on the volume and, in fact, 
it is seen from (2,13) that the field equations (2,18) depend ex
plicitly on 22. Of course, this dependence must become negligible 
as soon as the dimensions of 22 are taken very much larger 
than Z, and each physical quantity must have a limiting value if 
22—>oc. In fact, the overlapping is appreciable only in a neigh
bourhood of the common border of 22r and 22a of the dimension 
Z; accordingly, the dependence on 22 will be very small if the 
dimensions of 22 are much larger than Z. More precisely, it will 
be seen that free non-local fields behave in this respect rigorously 
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like local fields, and from this it follows that, if _Q is so large 
that the interactions between the various fields are negligible on 
the boundary 2, the solution of the field equations does not 
depend appreciably on _Q.

III. The conservation equations.

The conservation equations can be deduced from the variation 
principle and the invariance properties of the Lagrange func
tion . From now on, it will be asssumed that the field func
tions U(i) are solutions of the field equations and of the equations 
(T). Furthermore, the considered variations ó Í7 l) will always be 
compatible with the equations (T), i. e. satisfy the equations 
(2,15). Hence ÔI' = 0, — 0, and

07ß=d/v. (3,1)

The variations ô if1' will be the variations due to an infinite
simal change of the frame of reference defined by

.ru = x“ — ôx“, pu = p^—dp,t. (3,2)

For any quantity A the variation at a fixed “point” is defined by

d*A  = A(x,p)-~ A(x, p), (3,3)

and the variation at constant “coordinates”, which will be the 
variation introduced in (3,1), by

ÔA = A(x, p) — A(x, p). (3,4)

Between the two variations holds the relation

= Íôx'l1 9 + dx’f1 — 1 (x' IA I x") =
\ 8x'f‘ 8x">‘! (3,5)

= [A, öx“ pl(].

For any scalar invariant quantity, ô'*A  — 0. In particular, the 
Lagrange function must be invariant against changes of coor
dinates. Hence J*£  = 0, and
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ô'£ = [£, öx“ pu]. (3,6)

The variation ôIq is then

ôl& = TrJ^öZ — Tr.Jo[£, dx“ pl(] = Tr [öx“pu, Jq] £, (3,7) 

with the help of the identity (2,8). It is readily transformed into1

<5/O = !2 Tr [/>,,, ./o] [Ó.v", f ]+. (3,8)

Finally, we get from (2,12), (3,1) and (3,8)

Tr[/>,„ Jfi] [d®“,£]+ j = 0, (3,9)

where
SK" (d u*°)  = JT ó L'10 £•";?. (3,10)

i , rn

The equation (3,9) involves only a surface integral over 2; it 
is the general conservation equation. According to (2,9), it can 
also be written

J dau J dr {©K“ (Ó U(i)) — ôX“ £} = 0. (3,11 )

The application of the equation (3,11) to the special cases of 
infinitesimal translations or Lorentz transformations leads to 
conservation equations corresponding to energy-momentum and 
to angular momentum.

A. Energy-momentum.

An infinitesimal translation is defined by

= f„, = o. (3,12)

1 From the definition of J() it follows that it anticommutes witli p tp, indeed 
d ~ 1= —i----- It is seen from the formulas given below that for

an infinitesimal translation or Lorentz transformation holds p(< <T.r“ = d'.r,u p 
We have then ' *

/ [d'x.“ p/z, JQ] = <T;r." pz< = 2 [f it’ <q] + ¡At ’ <q] d'x") ’
from which (3,8) follows immediately.
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We have ó*í7 (t) = 0, and from (3,5)

0U(i) = ^[U(i),^]. (3,13)

The equation (3,11) gives the conservation equation

T'1’’ = 0, (3,14)

where
7’"' = 91C' ([Í7®, //' ]) - <//"' £ (3,15)

can he interpreted as the canonical energy-momentum tensor of 
the field (g^1' is the metric tensor «y11 = g22 — g23 = 1, ç44 = — 1, 
í//4r = 0 if g =j= r).

B. Angular momentum.

An infinitesimal Lorentz transformation is given by

ÖXfl = > ^Pfi = eftrP > ^r+ei'fi = (3,16)

0lt’•([[/<'>, (3,21)

is the angular momentum tensor of the system.

The variation at a fixed point of the field components depends 
on the vectorial character of the field. In a general way it can
he written

’ .Sf" Í7<%,; (3,17)

hence, from (3,5)

(3,18)

where
(3,1!))

We get now from (3,11) the conservation equation

= 0,
,'2 ‘

(3,20)

in which
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C. Electric charge and current.

Now we assume that the field variables tr are complex. The 
Lagrange function is then a function of as well as of the
corresponding 0R/°s being functions of ôlA,) and dThe 
Lagrange function is supposed to be invariant against the gauge 
transformation

ei(< U(i\ U^i}e~ia, (3,22)

where a is an arbitrary constant. Consider an infinitésimal gauge 
transformation given by

ó lÄi\ Ô U* (i) = - i U* (i) öa ; (3,23)

we have d£ = 0. Hence (3,1) reduces to ôl2 — 0, or

C/u^t/r.r = 0, (3,24)
.’2

where
,/r = z e 01c’' (£7(i), — ¿7* (0) (3,25)

represents the electric current-charge of the system.

The densities in space-lime of energy, momentum, angular 
momentum, electric charge and current are defined, according 
to the rule (1,7), by

t^v = J dr T/lv, n^lv = ¡i dr jv = ¡¡ drJv- (3,26) 

they satisfy the conservation equations

^dartf,r = 0, \d<ïrm'f,p = 0, (3,27)

However, as the surface 2’ is not arbitrary, they do not satisfy 
the usual continuity equations

which will be valid only in the special cases where the field 
satisfies the equations (2,18) with any arbitrary domain -Q. 
Suppose now that _Q is the domain enclosed between two space
like surfaces, being very far in the past and very far in 
the future. Consider
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G11 = t’lv, P,'i = (dapmÅ^r, Q = {davjv, (<r = c'a) or «(2)), (3,29) 
Jo Jo Jo

where the orientation of the surface element da,, is such that 
</o4 > (); from (3,27) it follows that the integrals (3,29) have the 
same values on <r(1) and on This means that the quanti
ties defined by (3,29) are constants of the collision, although we 
cannot follow the conservation in detail during the process. 
Consequently, collision problems in non-local field theory will 
have to be treated by means of a formalism similar to the 
6’-matrix theory.

According to Belinfante and Rosenfeld(4), it is possible 
to define a tensor = \dr(-),lv satisfying the conditions

Gfl = C (i(jvHflv, = Í dav(Xk H>lv - X^ (Fv), (3,30)
Jo Jo

two non-local tensors F!(vn

oXn ’
(3,31)

Putting
(3,32)

Q/'f _

IS °(1) °(2) ‘
the expressions

where a
equal to
and H^va exist such that

The expressions (3,30) will in fact be 
(3,29) if

ojll,ra
8 Xa ’

we get from (3,31)

Thus, the problem is solved on defining F^lv by

hence
_ p/.f-iv__pn"/-v

9 = (3,33)

and then (-),IV by the first equation (3,31). The tensor (-),,v is not 
symmetric in general, but 6^v is symmetric in the cases where 
the continuity equations (3,28) hold.

D. Kgl. Danske Vidensk. Selskab, Mat.-fys. Medd. XXVI, 1. 2
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IV. The free scalar field.

In every theory of a free field, the plane wave plays an essen
tial part. It is convenient as non-local plane wave to introduce

Exp (Ze, Z) - exp Å\rj exp (z’Zp) exp U Å\r

exp (2Ip)exp exp (ilp

(The scalar product atLbfl is denoted by ab, and the ordinary 
exponential function by exp; in (4,1), k and I are of course four- 
vectors). The function (4,1) is chosen in such a wav that

Exp*  (Zc, Z) = Exp (— k, — I). (4,2)

The product of two functions Exp is given by

Exp (A-, Z) Exp Z') = Exp (/. + //, Z+ /') exp j (k'l-kl'), (4,3)

and, corresponding to the derivatives, we have the commutation 
relations

[Exp (Å-, I), p^] = iky Exp (Å-, Z),

[Exp (Zc, Z), a/4] = — il/l Exp (Å-, Z).

The matrix elements of Exp are

(x' I Exp (Á-, /) | x") = ô (r + /) exp (ik X),

from which it follows that

7r Exp (Ze, Z) = (2tt)4Ó(á)ó(Z).

From (4,5) it is seen that any arbitrary non-local 
can be expanded as

A = jjd*dZa(Å-,Z)Exp(Å-,  Z).

The inversion formula of (4,7) is readily found with the help 
of (4,2), (4,3), and (4,6)

a(k,I)= (2 7r)~4 7rA Exp*  (Zr, Z). (4,8)

> (4,4)

(4.5)

(4.6)

quantity A

(4.7)
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In particular, the expansion of ,/_q is

\ dk dl ôo (Å-) Exp (A’, I), 
where

<'.O(/c) = (2 re)-4 ¡¡^c/.Vexp (—ifc.Y)

(4,9)

(4,10)

reduces to the ordinary ó function if S2 is the whole space-time.

A. Field equations.

The simplest Hermitian expression which in the limiting case 
of a local field reduces to the usual Lagrange function of a com
plex scalar field is

£ = + (4,u)

where x is c//z times the rest mass of the particles.
From (2,13) and (2,18) we get the field equation

= JW + fW (4,12)

and the conjugate of the latter. Further, in the present case, 
(3,10) gives

9K” = [17*, />’’] ÔU+ iU*  [17,p'"]; (4,13)

hence, we get for the energy-momentum, the angular momentum 
tensors, and the electric current-charge four-vector

71"1’ = [u, p”] + [U*.p»]  [U,

= J,-*,  ,>] [ [■, p”] + [ (7*.,/']  [ u, </'-] - ;,YZ pt“’ - _V‘ </"; £, 

J” = ii{[U*,p p]U-V*[U, P''}}.

(4,14)

We shall first investigate the field equations (4,12) in the case 
where _Q is the whole space-time. We call J the corresponding 
operator Jq. The field U can be represented by an expansion 
of the type (4,7) which, taking into account the equations (Y), 
(1,4) and (1,5), may be written

LT= ^/Åv/Zn(Å%Z)0(Å7)0(Z2-Z2)Exp(Å’,Z). (4,15)

The Lagrangian multipliers V and IV can also be expanded 
according to (4,7). Let v(k,l) and iv(k,l) be the corresponding 

2*  
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coefficients in the expansion. Replacing in (4,12) all the functions, 
including J, by their expansions we get after a short calculation

(Æ2 + x2) ¡J dl' h (k, l') ô(kl') ô(l'2 — k*)  = 

= (G2 — ¿2) » (k» 0 + kl tv (Zc, Z)} exp Í~ kl

1 The term I) corresponds to the set of states of the particles with 
“internal rotation”, described by Yukawa.

The left-hand side does not depend on /. Thus, the value of 
the right-hand side is not changed if we multiply it by x/2 ttZ 
Ó (kl) â (I2 — Z2) dl and integrate over all values of /. The result 
is clearly zero. Hence £ ( V) + (W) = 0, and as Vand W appear 
in the equations only through this expression, we may take 
them equal to zero. We are left with

(k2 + x2) ¡J dl' V (k, Í) ó (kl') Ô (I'2 - Z2) = 0. (4,17)

To interpret this equation we split n(k,I) into two terms1

zz (Á-, /) = zz0 (k) + zzt (k, I), (4,18)

in such a way that

\dlih(k,l)ô(kl)ô(l2-Â2) = 0. (4,19)

The equation (4,17) becomes now

(A12 + X2) zz0 (k) = 0,

which shows that zz0 (Å’) has to be of the form

zz0 (k) = Ti (k) ô (k2 + X2). (4,20)

It may seem strange at first sight that, apart from the condition 
(4,19), ul(k,l) remains entirely arbitrary. This is due to the 
fact that, if we compute the integral (2,5) and replace Z7 by its 
expansion (4,15) in £, writing u(k,l) as in (4,18), no contribu
tion comes from the term iit(k,l). Furthermore, the energy
momentum or electric current-charge local densities (3,26), 
corresponding to a wave of the type

(4,16)
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J¡ dl ih (k, I) Ô (kl) Ô (l2 - z2) Ex p (k, l),

are vanishing. The reason is that all the preceding expressions 
involve integrals of the type

Ü dr dldl' a*  (k, I) b (A. /') <S (AZ) <S (Z2-Z2) å (kl') å (I’2 — ).2) Exp*  (A, Z) Exp (A, Z') = 

= jj dl a*  (k, l) å (kl) å(P — ).-) ¡¡ dl' b (k ,l’)ô (kl') ä (l'2 - Z2),

which vanish as soon as one of the terms a or b is a u{ term. 
It seems then natural to assume that no physical meaning should 
be attached to the part uL of the field and to suppress these 
components by adding as a supplementary equation

u{(k,l) = 0. (4,21)

The equation (4,21) has to be Lorentz invariant and compa
tible with the other equations. This is obviously true in the pre
sent case. It is now readily seen that the field satisfies the 
following equation given by Yukawa

0, (4,22)

hence it satisfies the equation (4,12) for any arbitrary domain
-Q, and the continuity equations (3,28) hold.

The condition (4,21) can be transformed with the help of 
the inversion formula (4,8) into an equation involving U directly 
of the form

(V) Í7(l) = 7r(2) P(l, 2) Í7(2), (4,23)

where 1 and 2 indicate that the functions depend on two diffe
rent sets of variables x^,pfl, commuting with each other, denoted 
by 1 and 2. The operator

P(l,2) = (2zr)-4$dArfZExP(,(A, 1) Exp*  (k, I, 2), (4,24)

where we have put

ExPo (A) = 2ÏÏZ S á (W) d ('2 -22) Exp (A’Z)’ (4,25)

is a projection operator. It satisfies indeed the characteristic 
relation of projectors, which here reads
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7r(2) P (1,2) P(2, 3) = P(l,3). (4,26)

Let the unit operator 7(1,2) be defined by

A(l) = 7>{2)7(1,2) A (2), for any A; (4,27) 

it is seen from (4,7) and (4,8) that

7(1, 2) = (2 ,t)" '\ Exp (Å-,/,1) Exp*  2). (4,28) 

Denoting by ()(1,2) the projector 7(1,2) — P(l, 2), we can write 
(4,23) in the form

(V) 7r(2)Q(l,2)P(2) = 0. (4,29)

It should be noted that the equations (L') contain the equations 
(L). If we now replace the equations (V) by ( V') in the deri
vation of the field equations, the expression (2,16) has to be 
replaced by

ÖI' = 7>(1 2) V(2)Q(2,1) JP(1) = 0, (4,30)

where V is again a Lagrangian multiplier. Thus, the field equa
tions become

c?(l) + 7’r(2) V(2) () (2, 1) = 0. (4,31)

In the special case of a free field, from the equation (4,31) 
results of course

0, 7r(2) V(2)Q(2,1) = 0.

The general solution of the field equations and of the equation 
(T') is given by the expansion

U = $ dk Ti (k) ó (P + X2) Exp0 (7c). (4,32)

If we define, as usually, the local density associated with U by

iz(X) = ¡¡ dr lT(X, r), (4,33)

it is easily seen with the help of the expansion (4,32) that con
versely the field U is given in terms of u (X) by the formula

P = (2 tt) 1 \ dX dk u (A’) exp (— ik X) Exp0 (7c). (4,34)
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This shows that the generality of the non-local field has heen 
reduced by the equation (V') so that its number of degrees of 
freedom has become equal to that of an ordinary local field. 
Note that it follows from (4,34) or (4,23) that U = U, where U 
is the transposed operator of U defined by (x' | ZJ|x") = (x" | Í7|x').

B. Quantization.

So far the theory is equivalent to a c-numbers field theory. 
The second quantization has now to be performed. We start 
from the local field zz (X) defined by (4,33). Il satisfies the 
usual wave equation

——------ z2zz = (). (4,35)
ax'‘dx/t

Furthermore, u (X) may be any solution of (4,35) since the 
formula (4,34) gives a non-local field satisfying the field equation 
(4,22) as soon as u(X) satisfies (4,35). Hence, the commutation

(3)relations of zz(X) must be identical with the usual commu
tation relations

[zz(Xu ), zz(X(9))] = [u*(X (1)), zz*(X {2))] = 0, 1
(4,36) 

[zz (X(1)), zz*  (X(2))] = [zz*  (X(1)), u (X(2))] = — kl) (X(1) —X(2)) , I

where the function D is

D (X) = z (2 zr)3 $ dk e (k) Ô (k2 + z2) exp (ik X), (4,37)

in which e (k) is + 1 or —1, depending on whether k4 is positive 
or negative. The formula (4,34) gives now the commutation rela
tions of the non-local field itself1

[ÍJ(1), U(2)] = [U*(1),U*(2)]  =0, I
U’(l), 17*(2)J  = U(2)l =-/iS)(l,2)J "

where
®(1,2) = i(2/r)~3(</Åf(Å)<)(Å'2 + z2)Exp0(Å', 1) Exp*  (Å-, 2). (4,39)

1 These commutation relations are different from those which can be deduced 
from Yukawa’s paper'1*.  In fact, Yukawa’s commutation relations are not com
patible with the equation ()"') which should then be considered a supplemen
tary condition, whereas it can be taken as an operator equation if the function 
*2) (1,2) is defined according to (4,39).
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The commutation relations (4,38) are clearly Lorentz inva
riant and compatible with the field equations and with equation 
(V). This completes the covariant formulation of the basic equa
tions. However, it is interesting to give a physical picture of 
the system by investigating its stationary states. As Lorentz 
invariance is not very important here, we shall assume that 
the field regarded as a function of A4, A2, X3 has periods equal 
to a length L very much larger than z. Then the effects of non- 
localizability in the neighbourhood of the boundaries of the cube 
can be neglected. The expansion (4,32) becomes a series

u = 1 __  3 —;
h2 L 2 (2/?) 2 {ak Exp0 (Å-) + fi¿: Exp*  (Å')}, (4,40)

where

1 2 7t
k = L n.

9 T
i 2 *, = -J- Jh’ k3 = ^n\ /? = +)/¿2+z2. (4,41)

The numerical factor in front of (4,40) has been taken such 
that the commutation relations for the amplitudes ak and bk 
resulting from (4,36) or (4,38) are

(4,42)

the other commutators being zero. Thus, the operators

nk ak (lk' nk ^k (4,43)

have the eigenvalues 0,1,2, ••• Replacing U by the expansion 
(4,40) in the expressions (3,29), where the integration is now 
extended to the cube L3, we get

(¡/l = YbUl <^ + <+ 1),

Q = 2? fie (n/< — nk — o,
(4,44)

which shows that the system consists of 72^ particles with the 
energy-momentum fifi'“ and the charge fie, and of nk particles 
with the energy-momentum fiÁ/¿ and the charge—fie. It is pos
sible to get rid of the zero-point charge by replacing at the starting 
point £ by 72 + £). The spin of the particles is clearly zero; 
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the expectation value of PW vanishes in fact in the state in 
which there is only one particle with momentum zero. Finally, 
it should he noted that, although Tflv is symmetric, it is not 
identical with Q/,v defined hy the equations (3,30).

V. The free electron field.

A. Field equations.

In Dirac’s theory of the electron four matrices yfl occur, 
which satisfy the relations

2s"’’- (5.1)

The matrices ;/l,/2, ;/3 are Hermitian, is antihermitian. We 
define a Lagrange function by

2 £ = \ <^+ rf( [*,  - [* +, W } + * W 

(5,2)

in which — iW*  y*  is the adjoint field function, and PP' = 
C 7;+, lls'H — C 1 <P are the charge conjugate field functions. The 
matrix C is the usual unitary skew-symmetric matrix such that

?‘ = -<rVC. (5,3)

The expression (5,2) is Hermitian and is invariant against 
changes of coordinates, gauge transformations

lPeir< lP', W+'<P'+ I
, . (5,4)

¿p-' e~lC( us' f ip-'+ _> ip'+

and charge conjugation. As regards the equations which have 
to restrict the non-localizability of the field functions, the simplest 
assumption is that each component of W has to satisfy the equa
tions (1,4) and (1,5), i. e.

(T) £(^) = 0, ?;(^) = 0. (5,5)

Similar equations hold then for the adjoint and the charge con-
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jugate field functions. These equations clearly satisfy all inva
riance requirements.

Considering, for the moment, the field functions and the 
charge conjugate field functions as independent from each other, 
we get from the variation principle the field equations

!r" P/''. P/A + >!’} 'io = i ( v) + í ( IV),
+ *w +} = s(v+) + J;(iv+),

and for the charge conjugate functions

vw.p,]+*w'>  Ja = stn-îOn. 
+ = ?(v-+)-,ov'+).

On the other hand,

4 ¿II1' = ô lI;+ yv W — <1J yv ö W + charge conjugate terms ; (5,8)

hence,

= -^ {[, p>l] )'r [p/l] + ch. conj.} — £,
4

= 1 ([<P'r, yv W — W+ yv [d!, (o^1] — W+ /' W + ch. conj.)

-CY2^-^/") £,
Jv — i e {'A L W — ch. conj.),

since, as is well-known,

S*  w = t//, a*  ,IJ+ = ’ eÅU >/r etc. • • • (5,10)

As in the case of the scalar field, we investigate first the case 
in which £} is the whole space-time. Taking into account the 
equations (5,5), W can be expanded as

W = ^dkdlxpÇkjyôÇkiyô  ̂— ^ExpCk,!), (5,11)

in which ip(k,l) is now a spinor. Replacing W, and similarly 
V and IV in (5,6) by their expansions, it is seen that the argu- 
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ment used for the scalar field can be applied to each component 
of the present equations; it yields

= o. (5,12)
Putting

ip (k, I) = ip0(k)+ip^k, 1), (5,13)
where

^/ZVq(Á^Z)ó'(/c/)ó(/2-Z2) = 0, (5,14)

the field equations read

;,/z + *)  V'o (*)  = 0 • (5,15)

Similar equations hold for the adjoint and charge conjugate 
functions. Again we notice that a pure ipr plane wave has zero 
local densities of energy-momentum and electric current-charge; 
accordingly we put as a supplementary equation

ip^k, l) = 0 (5,16)
or

(D 7r(2) Q (1,2) V(2) = 0, (5,17)

where ()(1,2) is the same projection operator as in (4,29). The 
equation (5,17) contains the equations (5,5). As a consequence 
of equation (5,17) satisfies

+ = 0; (5,18)

hence, the equations (5,6) and (5,7) are satisfied for any arbi
trary />; accordingly, the continuity equations (3,28) hold. The 
local field function associated with being defined by

ip (A) = J dr W (A, r), (5,19)

d{ is given by the inversion formula

= (2 7?) 4 \ dX dk ip (A) exp (— ikX) Exp0 (k). (5,20)

Note that from this expression it follows that W =

B. Quantization.

Again we start from the field ip (A) which, being a solution of the 
ordinary Dirac equations, must also satisfy the usual bracket 
relations(3)
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Lip(x(1)),^(Är(2))]+ = [^+(aH)), </'+(a(2))]_ = o, 

z Ityo (A(1y), </’<t (A(2))] = Îî I - — + z ! (A(1) X(2)),
l Jgcr

(5.21)

where I) (Ar) is the function defined by (4,37). Formula (5,20) 
gives now the bracket relations for the non-local quantities

[^(1),^(2)]+ = [^+(1), ^+(2)]+ = 0,

where ©(1,2) is the function defined by (4,39). The same rela
tions hold for the charge conjugate functions, and the whole 
system clearly satisfies all the invariance requirements.

Now we consider the field enclosed inside a cube /? with 
the same boundary conditions as for the scalar field. The ex
pansion of becomes a series

= r? ’L 2 Exp0(/r)+fe* r^L(Å*)Exp^  (Å’)}, (5,23)
2c, r

in which the spinors ipr (/<■) and , (r — 1,2) are solutions of 
the equations (5,15) corresponding to and —kfl, respectively, 
and orthonormalized according to

<r(A’) (*)  = <r, </¿r(Ár) <(A-) <A (5,24)

It should be recalled that, in expansion (5,23), /c4 > 0. The 
bracket relations for the and brk resulting from (5,21) or 
(5,22) are

K” ak\ = \-bk’ bk\ = 1 - (5,25)

all other anticommutators being zero. It follows that the operators 

r r j *r 7r
”-k = bk (5,26)

have the eigenvalues 0 and 1. Replacing now W by the expan
sion (5,23) in the expressions (3,29), and extending the integra
tion to the cube L\ we get
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k, r

the interpretation of which in terms of particles is again obvions.

VI. Conclusion.

An attempt has been made to develop the non-local field 
theory along lines following as closely as possible the general 
scheme of the conventional field theory. The whole procedure 
of the non-quantized field theory has been extended to the non
local fields. In the simple cases of the free fields of spin 0 and 
1/2, it gives consistent results and, in particular, it does not lead 
to the introduction of any new degree of freedom. The quan
tization can easily be introduced for free fields. However, it 
has still to be extended to the case of several fields in interac
tion, for which the present theory gives the field equations only. 
Finally, it should be noted that, for the Lagrange functions as 
well as for the equations (Y), only the simplest expressions have 
been considered. The theory, being a generalization of the usual 
theory, offers new possibilities which, however, cannot be tho
roughly investigated before the interactions of the various fields 
have been treated in greater detail.
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